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Estimate 𝜎2from a Normal 

Population
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Consider X a random variable with probability density

function 𝑁(𝜇, 𝜎2 ), which is the normal probability

density with unknown mean 𝜇 and unknown variance

𝜎2 . To estimate 𝜎2 we obtain a random sample

𝑋1, 𝑋2,…, 𝑋𝑛 from 𝑁(𝜇, 𝜎2).

Our point estimator for the variance will be 𝑆2 • If the

values of the random sample are 𝑥1, 𝑥2,…𝑥𝑛then the

expression we will use for 𝑆2 is
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We will use this form of 𝑆2 , with denominator (n -1), so

that it is an unbiased estimator of 𝜎2.

We know that (𝑛 − 1)𝑆2/𝜎2has a chi-square distribution

with n - 1 degrees of freedom. Then
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where is the point on the right (left) side of

the density where the probability of exceeding (being

less than) it is 𝛽/2. The distribution has n - 1 degrees

of freedom. Solve the inequality for 𝜎2 and we see that
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From this we obtain the usual (1−𝛽)%100 confidence

intervals for 𝜎2

Put these confidence intervals together, as discussed

in Chapter 3, and we obtain  𝜎2 our fuzzy number

estimator of 𝜎2.

We now show that this fuzzy estimator is biased

because the vertex of the triangular shaped fuzzy

number  𝜎2,
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where the membership value equals one, is not at 𝑆2 •

We say a fuzzy estimator is biased when its vertex is

not at the point estimator. We obtain the vertex of  𝜎2

when (𝛽 = 1.0) Let

after we substitute 𝛽 = 1 Then the 0% confidence

interval for the variance

Since 𝑓𝑎𝑐𝑡𝑜𝑟 ≠ 1 the fuzzy number  𝜎2 is not centered

at 𝑆2.
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Table 1 shows some values of factor for various

choices for n. We see that 𝑓𝑎𝑐𝑡𝑜𝑟 → 1 𝑎𝑠 𝑛 → ∞ but

factor is substantially larger than one for small values

on 𝑛. This fuzzy estimator is biased.
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In deriving the usual confidence interval for the

variance we start with recognizing that (𝑛 − 1)𝑆2 /𝜎2

has a 𝑥2 distribution with n -1 degrees of freedom.

Then for a (1−𝛽)%100 confidence interval we may find

𝑎 and 𝑏 so that

p a ≤
𝑛−1 𝑆2

𝜎2 ≤ 𝑏 = 1 − 𝛽

The usual confidence interval has 𝑎 and 𝑏 so that the

probabilities in the "two tails" are equal.
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That is, so that the probability of being less

(greater) than a (b) is 𝛽/2.

Assume that 0.01 ≤ 𝛽 ≤ 1. Now this interval for 𝛽 is

fixed and also 𝑛 and 𝑆2 are fixed. Define

Then a confidence interval for the variance is
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For We start with a 99% confidence interval when

𝛾 = 0 and end up with a 0% confidence interval for

𝛾 = 1
Our confidence interval for 𝜎, the population standard

deviation, is
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Consider X a random variable with probability density function

𝑁(𝜇, 𝜎2), which is the normal probability density with unknown

mean 𝜇 and unknown variance 𝜎2. To estimate 𝜎2 we obtain a

random sample 𝑋1, 𝑋2,…, 𝑋𝑛 from N(𝜇,𝜎2). the random sample

of size 25 and 𝑆2 =3.42.Then a 1 − 𝛽 %100 confidence

interval for 𝜎2 is

To obtain a graph of fuzzy 𝜎2 , or  𝜎2 , first assume that

0.01 ≤ 𝛽 ≤ 1. We will use MATLAB to create the Graph of

function.
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x=linspace(0,1);

y=linspace(0.01,1);

X2L= chi2inv(.995,24);

X2R= chi2inv(.005,24);

f1=(1-y)* X2L + y*24;

f2=(1-y)* X2R + y*24;

f11=82.08./f1;

f22=82.08./f2;

plot(f11,y,f22,y)

ylabel ('alpha')

xlabel('x')


